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is sinqde  aml  rcqnires  less conqjuler  resources  flurn Other  such

nlgoritlons.  III sirrmlations  usir}g  an  8 x 8 degree field of view

(11’OV),  lhr nlgorilhnt  identifies the  correct section of sky on 99.7%

of tlw srmor  01 ienlritions  where spatial  accuracy of the imaged

star  is 1 pixel  (56.25 arc  secrsIIrls) in standard devintioll  ald the

walclIl  l~rigllllless  de~iaics  h 0.4 ~mits  stcnar  rwmitllde.  l’lli~

coIIIjmrcs  very  fnvotal~ly  with other  algorit}  inis  in llm literature,

Mallusc[i]][  ~cccived MaY 23, 1995.

~- . ./ ~-
‘Illis rcscatc’11 was SU},l,OIICCI  by the .kt  ]’lopokion  Iaktato[-y,
(klifo[[lia  IIlstitu(c of “l&hIicllogy,  urldcr  Con(rac( 959(40 providd
by the Natiollzl Ae[onao(ics  and S~,ace  Arlrninistration.

Aothm.’  cur[tml ark![c.sses  C l’adpctl,  .kl  Propulsion I ab~~~loq’,
Auto! lc,r,mus  l’catore and Star,lkrAi+]~ imup,  Califotl]  ia ]nstitotc
of ‘lkh!mlo~y,  I’asxlclm,  CA Krcutz-I)dgado,  I)cpt.  of
I:lcclrical  and Conlputcr  mg]r ec[ing,  University of C2aliforllia at Satl

>, ,Qxx&.

\I)ic-go, San I)icgo, Co XXX XX. ~

1 .  lNi KCMXJCllON

The loss of reliable guidance control information
for a ctccp space probe is potentially mission
thrwitcnin.g.  Such an event can occur due to temporary
power fiiilurc or system malfunctionin.gjdamagc  (e.g.,
tumbling). To reduce this possibility, Space probes arc
equipped with all autonomous attitude clctcrmination
system. l’hc most accurate of these systems make usc
of stellar positions to generate Ihc attitude estimations
nccdcd for initialiT.ation, systcm malfunction, or as
an independent verification for the current attitude
estimate. As st:irs arc typically seen in all possible
orientations, fixed sensors can be used to image a
portion of the sky. I’he st:irs arc extracted from the
image and arc used to establish a corrcsponctcncc
to a portion of sky in an onboarcl  star catalog. As
long as the system is able to match at least two of the
sensor stars, there is sufficient information to reliably
dctcrminc  the attitucfc of the spacecraft with respect to
the reference frame  Clf the catalog [13].

Many different strategies can bc employed to
implement an autonomous attitude determination
systcm. ldcally, the systcm should be capable of
obtaining an attitude given an arbitrary star field
without any a priori knowledge of the tl-uc orientation
of the sensor (fully autonomous). ‘l’his type of system
has a number of obvious advantages. First, it allows
the probe to recover from a total loss of attitude
knowledge, improving mission reliability. Second, the
p~obe can malcc usc of fixed sensors which arc lCSS

susceptible to component failure. Finally, attitude
can bc estimated more accurately as the oric~ltation
of fixed sensors with respect to the spacecraft can be
kuown more reliably than a movable sensor.

The difficulty in obtaining a fully  autonomous
atliturle  estimation system is in actually idcntifyil~g
the stars in t}~c sensor field. Oncc  a correct match
is made, there arc reliable methods for generating a
good attitucfc estimation [11]. ‘Ib gcncratc  a pairing
between an ima~ed section of the sky and a set c]f
kIIOWII  catalog stars, the identification al~orithm  must
match the. scnso~ image stars with a sut~group  of the
cata]c)g stars that best fits the image. A number of
star identification techniques have been proposed to
acc.c)rnp]ish  this, some of which have been ~)Llt to actual
usc on board space.cI aft [2-5, 7-10, 12].

l’hc cxistinS fully autonomous, star identification
al~orithms  can H3LlfJh]Y  bc partitioned into two c.]asscs.
Ilcjth classes make usc of a d:itabasc  that coIlsists  c~f
a cataloi: c)f lcnrwI  star char:icteristics  (Iocatic)n  and
apparent b~ight~)ess)  ancl data structures that aicl in
pairin:,  scnsoI  stali to the applopriatc  catalo~  st:lrs.
‘J hc major differ cncc in the two classes stern from thei~
res~)cclivc apprc)acb in idcntifyins  the sensor sky field.

‘1’hc  fitst  class c]f al~orithms  tend to apploach star
idcntificaticm as :in instant.c of subgraph  isomorphism
[1]. in this case, Ihc. sta~s arc trcatccl as vertices
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,. h) a g;aph  whose. edges  c.orrcspond to the angular
scpar;tion bctwccn neighboring stars that could
possibly share  the same sensor field of view (F;OV).
An jdcntjfication  arises when the resultant gra~)h
ohtaincd  from the scusor  image (or some portion
of it) is uniquely idcntificct with a portion of the
database. lypjcal]y  the data structures ernp]oycd  by
this tcchniquc  jncluctc  lists of star pair distances or
trip]cs (perhaps also employing brightness information)
ft om the catalog that  arc used to aid jn constructing
a subgraph similar to the sensor graph. As sensor
accuracy is not perfect, there. arc often numerous pairs
or triples that match a given sensor pair or triple. As
more parts of the sensor graph arc matched, many
of the database subgraphs  can be eliminated until
(in princip]c)  only a sil~glc subgraph  rcrnains [2-4, 9,
10, 12].

The algol ithms found jn the second class tend to
approach star identification more in terms of pattern
recognition or best match [5, 7]. Fiach star jn this
case, has associated with it a well-dc.fincct pattcrli  or
signature that can be dctcrmjncd  by the surrounding
star field (at least to sc)n~c dcgrcc).  A.. each star now
has an individual pattern, finding the nearest neighbor
~):ittcrn is sufficient for star idcntificaticm  provided
that the patterns arc CIOSC  enough. l’hc data structures
USCCI to implcmen  t this approach of[cn inc]udc lookop
a]Ld hash tab]cs  to facilitate finding the best matching
pattern.

We propose a simple algorithm using the scccmd
apprc)ach  that is cornputalionally  cfficicnt  and has
modest mcn~ory rcquircmcnt.% our  approach is
lmscd on the observation that the distribution of
stars around any given star k essentially random,
lhcrc  ale no prcfcrrcd  configurations. Assuming that
this is the case. and allowjng  that a rcfcrcncc  frame
can bc founci basccl solcly on the neighboring star
ficlcl, a simple comparison with the knowu patterns
of sclcctcd  rc.fcl c.ncc stars is sufficient to quickly
idcnlify  a scnsol- pat lcrn with its catalog countcrp:irl.
‘1’hc followin~ sections dcscribc  the algorithm ancl
its datahasc,  clc,rnonstratc the pcrforl[lancc  of the
alf:orithm jn simulatic)ns, and provide an analy(ic
model to dctcrminc goocl values fc)r  parameters and
cnhancc  cm] understanding of ils pcrforn~ancc.

Il. AI GOf<l-Jl IM [) LSCRIPIIC)N

]n this section wc initially spcc.ify an abstract
description of a star paltcrn (ils signatu~c)  and the
matching clitcria used to SCICCL  the nearest nci@lbor.
IJc]r p]-attic.al rcasolls,  WC. also provide a number of
i~l]~)lc:~~cl~t:([iol~  details rcgzilding database gcnclation
al)d  d[l~a s~l  LICt U1 CS SUit Flb]C, for cffi~icnt nlatchin~.
“lhc algywithm  for dclc~minit!g  a SCnSOJ--CalalO2
J):liIiI)F,  iS thCIl J)rCSCIltCd  ak)l)g With itS J) SLICdOCOdC
ir]~J~lcll~clltatic)x~. In addition, wc also dcscribc  a
l~un~hcr  c)f modifications to the al~orithm that were

found to perform quite satisfactorily during the
simulations. 7’hc actual pcrforrnancc  results al-c
prcscntcd  in Section 111.

A. Pattern Generation ancl Matching

l’hc star jdcntification  algorithm that wc propose
invo]vcs generating a set of patterns for a sclcctcd
group of reference stars whose locatjons  arc known in a
standard rcfcrcncc. frarnc. This pattern set constitutes
a database which is used to compare patterns derived
in a similar way from the sensor irnagc. As each star
has its own pattern, finding a suitably C1OSC match to
a pattern  is equivalent to Pajring  the two stars for
the purpose of identification. For convcnicncc,  we
assume that the jndcx of a parlicrrlar  pattern is the
star from which the pattern was derived. I~or instance
pattern pati indicates the pattern gcncratccl from s[ar i.
“Iypically  wc usc i when referring to database stars and
j when the star k from the sensor irnagc.  When either
type of star could bc possible, wc usc r for reference
star. g’hc patterI~s arc construc~cd  jn the followjng
manner (sc~~~~[~,  4,and 5).

1) Choose  a rcfcrencc  star r for which a pat tcr~l is
to bc identified with.

2) Rclocatc  r and parl  of the surrcwnclirlg sky,
sky(r, ]Jr), within  pa[(errz  radius pr, so that r lies at the
Norih  Pole.

3) Gicnt a grid of si~.c g x g on r a n d
its closest neighboring star in sky(r, pr),
close. neighbor(r, sky(r, pr), br),  outside a bufjcr
rdius b r.

4) IJcrivc  a gz ]cngth bit vw.toI v[O..g?  - 1], for the,
paitern  so that each grid cell(i,  j) that contains a star is
1 on bit j“g +- i, and those without arc O.

?b dctcrminc  which pattern jn the database is
associated with a particukir  sensor pattern (cxtractcd
fl orn an in)a~c usin~ above st cps 1- 4), the catalog
pattern that has the greatest nurnbcr  of non-~,ero cells
in common (Ic)gica] AND bctwccn  the two vcdors) is
identified. If the nurnbcr  of sharccl  CCIIS  bctwccn  the
best catalog pattern and the sensor patlc~ll is grc:itc~
than some thrcsholc?, the Icfcrcncc  star c)f the catalog
pattern is p:iitcd with the rcfclcncc st:ir of the sensor
pattern.

More  formally, given a pzittcrn fcm rcfcrcllcc  star j
in the Sensor in)agc J)atj,  and a set of patter’lls {pat;},
fr cm] t hc database 1), wc nccc] to find

JIl:iX nl:itCh(J):ltj,  J):lt;) (1)
i

where

k= O

and & is the logical ANI) opcr:ition.
‘1<)  plcvcnt  spurious matchin~s with sc]tsol st:ils

or objects not in 1), a thrcsho]d  js employed so that
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I’ig. 1. l’a!ds A-I) show how pattern  vector  is dct ivcd for
reference star r in panel A, All statx  in panel A within pattern
radius pr (area  KJCSCI  ibai by sky(r,  pr)) arc reloca[ed so r is at
Norlh I’c,lc as showIi  in panel R. Panel C shows grid allignc[i ori
close-  ncighbor(r,  br), the nearest nei~hbor  ouLsictc  radius br, All
stars except rcfcrellcc  star arc projected down on g{ id, Pariel I)

shovw  resultant bit vector for pattern. F.quivalmt  rcptesenta[irm  of
bit vector is to simply indicate the “on” bits (shaded CCIIS) so that
patkt 11 fron] I) would bc (5,7, 18,26,32,40,67,75). Wc refer [o this

rc~ucsentation  as “sensor pattern vector”.

pairing only occurs  provided  the nlaximum match  wiluc
is ul~iquc and grc:iter  than the threshold. As presently
dcscribcd,  the algorithm is expensive tcr im plcrncn t.
III the next Iwo subsections wc discLlss an equivalcI]t
mprcscntation  that is co][l])l]t:itior) ally strpcrior.

B. [)atabase  Gene ra t i on

“lb facilitate analysis and understanding of the
it~~~)lcll~cl~t:itioll details regarding the database, wc
intltxlucc  some terms for stars in diffclcnt  rcfcrcncc
fr:imcs or t}lat h:ivc s~)cci:il uses.

Visi/~k s[nrs OT). 7 ‘hose stars or objects that c:in
actua]ly  bc imagul by the sensor.
Re[crcncc s(ars (R). A subset of V contained in the
datab:isc  used on bo:ird the spacecraft, ‘1’hc st:ir
locationsin tbissct arcinastand:itcl  rcfc:enccflamc
and arc. used in cstimatin: the attitude.
,Wmor s(ars (,S). ‘1’hc  set of dclcctcxl c)bjccts on the
scnsol  in~agc pl:inc,. l’his illcludcs  a subset of V and
s~)ulious n{mstar itcxlls such as sensor noise. l,c~cations
aTc. dcfillcd in tc~nls c)f the rcfcrcncc frame of the
SCIISOI .

‘1’hc  set V is meant to inclicatc the real sky and all
the objects in it that  the sensor might rcco~niz,c as
s(ars. Wc can approximate V with those stars found
ill :i st:ind:ird sky catalog whose apparent brightness
wIIc.11  corlcctcd for the sensor is grczitcr than the

am IJ..r -.T——r _.r_..,=.
10 !5 30 17 !4 X3 a 77Z%--K
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log. 2. Star distribution over celestial sphere Plot points
rrptcscnt  number of 7.5 magnitude stars or brighter in circular

4.0 dcg 10V sampled at 0.5 deg inc[t’nlel]Ls.

n~inimurn  sensitivity of the sensor [5]. The stars in our
approximation of V c:in then serve as the base set for
selecting the set of known rcfcrcncc  stars, R.

Generally, some of the stars in V arc not suitable
for’ n:tvig,:ition  purposes. M:iny of thcrn will bc
binary stars or have variab]c  brightness which cause,
difficulties during identification. More irnport:intly,  the
distribution of stars in V varies significantly csvcr the
s ky (sc,c~l~lS~~,  :ind thcrcforc  incorporatirl.g  all the
suitable SE[rs ]n R could bias the. identification routine
and scr iously dcgr:idc  its performance. In order  tc)
imp]cmclit  an unbiased identification routine for a fully
autonomous att itucfc determination systcm, R should
bc chosen so that it is lclativcly  unifo~-m across the
cclcsti:il sphere. Fin:illy, for memory and pcrforlnancc
reasons, R should contain as fcw stars as possible to
achicvc the desired rcco~nition  rate.

‘1’hc approach wc t:ikc in constructing R is to
dclcrrninc  a minimum nurnbct  of rcfcrcncc  st:irx
a th:it WC, require to bc im[tgcd in any arbittary
scr]sor  c)ricnt:ition,  ‘lb achicvc a n  u n a m b i g u o u s

att i tude est imation,  c~ has to bc at least two. Of
course the ac.tu:il sensor minimum sensitivity uzs
(the appaxcnt nl:i~nitudc  below which a star will not
bc lccogniz,cd), Jnay not insure that cvcty  section of
sky will necessarily contain even two stars. “J’his will
ultimately dctcJ mine the best possible rccognitiorl
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. . . rate. However, assuming that the sensor will support at
, least “[Y stars pcr scnsol  orientation, a number of othc

factors will influence the si~e of ~.
qlc most important of these  factors are the

cxpcctcd  IGvcl of noise incorporated in the irnagc
and the confidence lCVCI  desired from the star
lccognition  routine. IIighcr levels of noise that
degrade the position and brightness mcasurcmcnts
of the imaged stars will cause greater problems for
recognition. Stars may bc lost or added spuriously
and the dccv case in positional accuracy could seriously
intcrxc with .ll~ignat urc of the reference star (i.e.,

~“=r-.::~gl,l>or(fisky(j)) function could return
the wrong ncarby~~ thus orienting the pattcm  in

D-– <i rtiffcrcnt  direction). l’his  being the case, a larger
number of skrrs in R for a section of sky will increase
the likelihood that  al Icast  two can bc identified
c.orrcctly. “l”hc result of these factors is that the ac.t Llal
value fclr cr is likely to bc significantly higher than the
n~inimum value (2) required for attitude estimation
(for our simulaticm ancl testing of the algorithm, wc set
a == 10 for ilmtancc).

Any of a number of methods could bc used for
determining which stars to include in R. For our
ptrrpc)scs  bowcvcI,  a i clativcly  simple proccdurc
is sufficient. Aftc~- discarding binary stars whose
nci~hhor  may clcgl adc the image and variable stars, an
incrcmcntal,  ul~iform scan is made across the celestial
sphere and Ihc brightest a stars within the pattern

..-+ Iadius  pr, of the sensors borcsi~ht  arc added at each
orientation if they arc not already elements of R. 7’lIc
only constraint p]accd cm the selection of stars was to
~-ccluilc that the.y bc separated by grc:iter  than a fixed
value, c flon~ any other  vicwablc  star. ‘l”his was done
for the same. reason that unsuitable binary stars arc
not included. No attempt was made to insure that no
more than the minimum were retained. Some sections
of the sky could have many more.  stars than o since no
attempt was made to rc:novc  possibly redundant stars.

Oncc R has bccm c.onstroctccl, a pattern is
gcncratc.d for c:ich of its elements. ‘Io accolnplish  this,
the visib]c stars with in the. pattern radius pr, of each
lcfc.rcncc  st; (r in R arc cxtr:ictcd  frcm the visible star
catalog. “J’hesc alc thc]l used to build the bit vector
(Xc  I;i[!. 1). 1! is itnj)ortant  tc) note that the patterns
consist  of more. than just the stars in R, but illclude
any star that  is likely to be irna~ed. “I”hc set of all
pattern vectors and the mfcrcnce  stars of R ccmstitutc
the d:itabasc. I). ‘1’hc structure. of the pattm n vectors as
clcscrihcd in Section 11A is unsuitable for an cfficicnt
matchillfl C)pcv ation ancl consumes more  memory than
liccdcd  (:issuminx that g z is much glcatcr than the
avclacc  nunibcr  of stars  pcr pattern).

lnstcad  of a bit vector, the pattera vcc.tols arc
il~co~polatcd into a lookup tab]c,  1,’1”. “1’hc original
pattc~]t vector CCII  locations serve as the table il)dcx.
lk)r each star k in the p:ittmn  pati (a 1 in the bit
vector) foI- Icfcrcllcc  star i ill 1{, i is cntcxxl  into the

L
- <1,6G,71, ...> 1-3

2.1
91

s <1,9, {49,...> 65!

\.

<14, 29,4 ,... > ?1.1
149. (

w !
. <I,2,4W, ,.. >

F’ig. 3, 1,ocations  of 1 bits in sensor pattern (il]tegers shown in
equivalc[lt sermrr pattern vector) used to index entries of lookup

Ktble.  Ihtries consist of database stars  that also contain a 1 in the
san~e cell location. For instance, reference stars 1, 66, 77 all

contain a 1 in bit location 14. I+ach indexed entry in lookup table
is a nlatch and associated star counters are each inc[enlentecl by

one. After  completing the prc-cess  for all ecll  locations, star
counter with highest value is maximum snatch (star 1 in this eme).

tabIc at the cell number of the bit for star k. The lth
entry in the table. contains a list of all stars in R that
have the lth bit in their associated pattern vector set
at the vahlc 1. “lb find and calculate the rnaxirnum
match for a sensor pattern pat. wc simply examine
the table at each bit location ik’ patj where a 1 occurs
and incrernmt  a counter for each reference star listed
there. At the end of this procedure, the rcfcrcnce

(J

star counter with the highest va LLc..fi.thc pattern in
1) closest to the sensor pattern. }:ig. 3 Icmonstlatcs  this
tcchniquc.

—-—

It is quite trivial to see that the representation of
the patterns in the lookup table  1.X’ and the ori~ina]
bit vectors arc equivalent (sm. e.g., Fig. 1). It is alsc)
apparent that the technique to dctcrminc the n~aximum
match is sufficient to in~plcrncnt  the procedure out]incd
in Section 11A.

C. (irid Algorithm

Once 1) has been constructc.d the actual
identification process is quite simple. ‘lhe input to
the grid algorithm is a sensor image  S. A star j’ in S
has information regarding its position on the sensor
and its apparent bl ightncss. ~;OI convcnicmcc we
assume  that S is ordered with star j being of greater
c)r equal brightness to star j + 1. Ideally the first a
stars iri S would bc those whose signature is indudccl
in 1). ‘Itxting all of the sensor stars in this case would
incrcasc  the risk of generating spurious matches
(~oaxi(nurn niatches c)f sensor stars which arc either
not in ]) or idcmtificd with the W;rong star). l)LIC to
noise however, sornc of tbc stars shared by S and 1)
rwiy no longer bc among the brightest a so that some
confidence faclor  c > 1, is crnploycd. ‘J Csling ccy scnsm
stars improves the likelihood that wc will fincl most  of
the stars shared by S and 1).

‘J ‘hc testing process is simply determining if the
maximum match value for sensor  pattexn  patj is gtcatcr
than the threshold min mat. If it is, the refcrcmcc
stars for the scnso~ pattern and its catalog match
arc tentatively pziircd, “l’his k done, for each of the
first ccr st:irs in S. As an additional prcxxiution,  wc
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.
perform a c.cmsistemcy  check on all of the tentatively. .
identified stars. “l’his verification step requires that a
tcntativc]y  iclcntificd star bc located in the same FOV
area as other such stars. The verify  function takes in
all tentatively identified stars and dctcrmirtcs  which
matches arc spurious.

3{) rcrnovc the spurious matches, wc exarninc the
location of the matched catalog stars. If all the matches
arc correct, the locations of the rcfcrcnce  stars should
bc clirstcrcd in all area no greater than that covcrcd
by a single F;OV. We assume that any spurious matches
arc randomly distributed across the sphere making it
unlikely that a larger cluster of spurious refcrcncc  stars
occurs. q-he verify function looks for the area with the
largest cluster of matched stars and removes any star
mate.hcs outside this area. In the event that there arc
two equally sized star  c]ustcrs, the algorithm rcpork
f:ii me,

/1
l~ig. 4 “s a table of all parameters used ia the

gII(i algdri(hni. “l’he value of the pattern radius pr,
need not bc the sarnc siz,c as the FOV. Typically
wc usc the value of the sn~alIcst P’OV dimension as
the p:ittcrn diameter. ~’his increases the nurnbcr of
stars required for R but reduces the likelihood that
the. refcrcncc  stars are. all located at the edge of the
sensor where accuracy is lowest and only a portiori
of the star pattcrll  can bc gcncratcd.  l’he buffer
]-ad  ius, br is usc(i to insure that the CIOSC nci~hbor
stal  provitlcs  a rc]iablc  coorcfinatc systcm for pattcra
determination. ~’hc closer this star is to the rcfcrcncc
star, the more positional noise wiii effect the ultiIilatc
p:ittcrn orientation. l’hc nlin_nlat  value is used to
limit the number of spurious star identifications
and rcducc  the likelihood of rnisidcntificat  ion. Chrly
a cataiog pat(cl  II with this nurnbcr  of matches or
mo]c is identified with a sensor pattern. The analysis
section provi(ics a reasonable basis for the valrrcs uscci.
1 ~inally, the grid resolution parameter g provides some
a[iditiona] ccmlro] over identification rates. 1 )ccreasing
the resolution alicnvs for cell matching in higher noise
cnvilonmcnts  at the cost of more spurious matches.

A list of cac.h function cali used in t c ~rid

!-
Jai~orilhm and its purpose is provi(ic(i  in Ijig. 5 l’hc

border ~c)utilic  is used to inciicatc how c cr~c s~ars arc
to tile c(igc of the sensor. Wc usc this routine 10 insult
that the d istancc  to the CIOSC  neighbor is less ti~an the
ciistancc to tlic edge of the sensor. No matching is
attempted on stars that don’t rilcct this condition. l’}lis
aids ili rcduciag,  the number of false patterns which wc
check. ‘J’}w  rcnlaiaing  flltldk>n  ca]]s arc diSCUSSCC]  in

pl ior scc.tions.
1 ;ina]ly wc provide a high lCVCI cicscript  iol~ of

tli : g,ri(l  algorithm in pseudocode. ‘1 ‘his is showli

[ill l;i~. ~ “llic input to the g,rid algol ithm is a set
S ofloiations  of objects on the sensor plane an(i
their associated apparent brightness. l’hcsc itcrms
alc ordered by blightllcss,  and for the objects likely
to bc in the star catalog, wc fm m thcil pattern and

{
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I(Ig. 5. Grid algorithm!)  functions and their purpose.

procedure gr&id(S,  D)

begin

fori=ltoc*tido
/,. s&(S[iJ,  pr)

- do.c_nt@&(S  [i].  /, b,.  I)
{idtxr;:~:JLj);i~k  ~[i])

.,

y WId
ialtl  . nwr_nWch  (p,  11 If. ntm.mol)

I’i& 6. Cirid identification algc,rithm,

compare it [as dcscribcd  callicr) with those ia the
datahasc.  1) in hopes of gcncratit~g a good match. “1’hose
sensor stars whose pat[crn  has more than min. mat
matches with a catalog arc tcmtalivc]y idcntificxi and
the appropriate rcfc~cncc star index is rccordcci in
the ar~:iy id. After  ail the bri~htcst  c* (Y stars in the
image arc chcckccl, those i(ientific,d arc sent on to
verify for a fiaal consistcmey  chcclc. ‘1’hc last step ia
atti(u(ic estimation would bc to lcturl~ the sc.lisor frame
locations of each identified star and  its corlcsponding

l’AI)CiI.’l”I’ & KRl;l.1’JY,-l)Iil ,CiAl)C): A C;RII) AI ,CiC)l{l’I’il  M 101< AI J’1’C)NOMOLJS  S’J’AI< II)l;.N’J’IIJCNI’IC)N 5
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. . ]-cfcrci]cc  fi al nC locations to another procedure so that
the altitude could bc estimated.

A number  of simple modifications can be made to
the grid algorithm that tend to improve recognition
rate at the cost of a slightly higher number of spurious
identifications. “l’he easiest modification to make
is simply to remove the first if statement shown in
Fig. 6. lien for stars close to the edge  of the sensor,
at least SO% of the time the close neighbor star
used for orientation shou]d be in the sensor image.
Another worthwhile modification is to consider
forming patterns using other neighboring stars. ~’hc
routine wc usc allows us to rank the neighbors. If
we assume that noise may have provided the wrong
CIOSC  nci@bor  in determining the signature of a star,
getting  the ncxl closest neighbor may allow for a
match. The modification wc make is to make a ncw
pattct-n with the scconci best C1OSC neighbor if the first
p:ittcrn  did not provide a match value greater than
the t hrcshold.  7 ‘he. recognition r:itc for our proposed
star identification algorithm and
prcscntcd  in the next section.

I l l .  SIMUIA1  IC)NS

the modifications arc

7b clctermine  how well the grid algorithm
performed, a number of sin~Ldations were conducted
to measure the identification rate Llndcr a variety
of different IIoisc conditions. l’hc platform used in
star identification testing was developed by us for
the Auto non IOLIS ~cature  and Star Tracking g~’oLIp
(A};AS”I’)  tit the Jet Propulsion I ~boratory (JPL),
California  Institute of “Technology. It is an X-WinCJows
emvironmcnt  designed to cvalLlatc and compare star
idcntificatio]l  techniques. It allows testing with an
arbitl-ary star c:italos  for a number of user-specified
scnsc)r  ronfi~urations  and noise levels. For these
cxpcrimcnts  we made use of a single star catalog with
stellar magnitudes ranging down to 8.0 provided by
AI~AS7:

‘1’hc sensor confiF,uration Lmcd for the experiments
Jcpo] ted be] c made LISC of an S x S degree  WV
with an imaflc plane consisting of 512 x 512 ~)ixcls
so that each J)iXC]  subtends a square area of about
1 min (56.?5 arc seconds). l’hc minimum sensitivity
of the sensor was set at ms =: 7.5 units apparent
stellar Illa~llitLldC.  ATIy observed star whose apparent
brightness (including, noise) that falls below this
threshold Wiis not  imaged.  ‘J’hc addition of noise to the
slals (standald  deviation of 0.4 units apparent stellar
brightness) allowed dimmer staTs to actually appear
during the simulation ancl for stars brighter than m.~
to bc lost. ‘1’his resulted in the addition of about 4
unknown sta~s and the 10SS cjf nearly  5 ex~)cctcd  stars
to the sensor im:i~c per section c~f sky viewed. No
attcnlJ)t was m:irlc to limit the number of stars aclua]ly
im:igcd by the sensor so that the nLllnbcr of items in S

varied considerably de.pending on the actual  section of
sky the sensor was imaging.

Along with the c.barrgcs made to observed
brightness for each  star, positional noise was inclL!dcd
in the imaged section of the sky. This soLlrcc of noise
is dLIC tO thC OPtiCal JLrOPCrtiCS Of thC lCItS Of thC
sensor and the star extraction algorithms USCCI to
derive the location of an object. 7ypically  these values
arc reported by the sensor manufacturer in terms of
pixels and we follow that convention here. Again,
random C1aussian  noise is added to the projcctcd
location of the imaged star on the sensor plane. This
noise results in diffcrcnccs  between the viewed star
position (on the sensor plane) and the projected
coordinates obtained by the colincarity  equations [3].
We arc intcrcstcd  in examining the performance of the
gricl algorithm at various levels of this type noise so
the the standard deviation (in pixels) is given with each
cxpcrimcmt.

In addition to the noise added when viewing a
scc.tion of the sky, there arc inaccuracies present
in any aJ~proxin~ation  of V that wc also modeled.
Since standard star catalogs incorporate some  small
amount of clror,  wc added noise to each st:ir px ic)r
to its inclusion in 1) either in R or in a pattern. A
small amount of both position and brightness noise
(0.5 s, 0.1 magnitude; 1 sigma) arc added to each
s t a r  w h e n  constl  uc.ting  the database I). The ac.lual

stars for R arc sclcctcd  with the pcI turbcd  values.
‘J’his  is accomplished by a Llniform  0.5 dcg inc.rcmcnt
scan of the star cataJog, selecting the k = 10 brightest
stars within pr = -4 dcg of each orientation Jnovided
they arc not closer together than c Y 5 pixels (when
projected onto the sensor image plane). “1’his  resulted
in about 13)000 stars in R or about one third of the
stare fl-om the catalog that were brighter th:in 7.5 units
ma~nitudc  apparent brightness.

‘Jo rotate and orient the neighboring star field ICJ
the North Pole wc usc quatcrnion  al~ebra  (a good
cxJJlanaticm can be found in [13]),  l’bcsc  can be
derived qLlitc easily from either the reference or sensor
frame coorclinatcs. “lYrc location c)f each star in the gfid
can than be determined by J)rojecting  their location
on the x - y Jdanc. (assuming the z-axis is the Nc)rth
1’oIc). ‘1’hc pattc~n raclius pr is used to normali~,e  the
value and the actual cell location assif,ncd  for star
r =- (x, y,z) is

Cc’’(xy)’” (~”(~;r-’ O*(JJ N
(2)

‘1’hc  cell indices ca]i then be Llscd to specify the bit

vector  as  descr ibed ca~licr (step 4).
‘1 ‘11.s grid algorithm was inlJ>lcm~entcd in C:

using oJJtinli7ation  level 02. “1’hc cxpcrirnerlts  wcl c
cond uctcd on a SPARGt at ion 5. No cffor t was made
to iliclcasc  the time pcI fol~nallcc of the algorithm
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so that  a numhcr  of incffic.iencics exist (mainly due. .
to tf}fi collection of statistics). The reported  run time
values arc the average over the total run and only
measure the time spent while actually executing the
grid algorithm. The values were obtained with Ihc Unix
cloc.ko call. l’he  other statistics reported in this section
also rcprcscnt  averages and the value for each test is
taken over 10,000 u:iform random sensor orientations.,,

( L,1O4I (i(f) (P(3% ‘)
A. Experiment 1

This sin) ulation  examines the expe.etcd performance
for our initial implementation of the grid algorithm.
the size of R is 13,022 stars, each with an average of
24.9 stars per pattern. The  size of 1) is easily ca]culatcd
from these two vahrcs. l’hc location of each star in R
requires 2u, where u is the nurnbcr  of bytes needed
for the dcsil cd accuracy. in addition, the idcntific:ition
nmubcr  of each rcfercncc star must be entered into
the lookup table IT, for each star in its associated
pattcrl]  resulting in 24.9u. 7’hc total storage required
for 1) is then 13,022~ 26.9u or, if the desired accuracy
is two bytes about 700 Kbit of memory. ~’hc grid
resolution g, for these cxpcrimcnts  was set at 40 and
the rtumbcr  of matches required for identification
min. mat was set at 7.

FiSs.  7-10  show how four performance measures
chan~c as tl]c amount of positional noise acldcd to
the viewed image incrcascs  from 0.0 to 3.0 pixels. In
addition to the positional noise in the vicwccl image,
there is also the constant positional noise associated
with the database mentioned above and the viewed
stars arc subjcctcd  to val-iation in brightncxs  of 0.4
units stellar magnitude (stanclard dcviatirm)  resulting
in the loss and addition of vic.wablc  stars. “l’he. average
amount of time spent in the idcmtific.ation routine,
measured 0.13 s and did not val-y greatly with the noise
ICwcf,

J]l;ig. 7 shows the identification rate. q’his is
dcttiitiincd by summing up each orientation where
two or more corIcct  star identifications occurJcd and
(iivi(iing  by tile total number  of oricn tat ion pl-escntcxl
(10,000). No more than  a single misidcntific(i  star was
aliowui  pcr c)ricntation  for every 4 stars cormc.tiy
i(icntificxi. Rccali  that the verify rc]utinc  insures
that the misiclcntific(i star is within the I/C)V of at
lrxist onc of the idcntific.d  stars so that the attitude.
intimation shou](i not cngcnclcr  too much crmr.  A
~llisi(lclltific:itiot~ occu]-s if Ihc routine i(iclltifics staJs
(ciocs IIot return  NLJJ ,1,) an(i the i(icntificatio]ls  fail to
mccl  the above con(iition.  ‘J’his only happcl~cd when
the positimlal  noise was set at 3 pixels, occurting  with
a pr obabiiily  of 0.0020, or 20 out of 10,000 times. I n
ali of the n:rnainillg  orientations (not shown in the
fi~urc), the algorithm returned NU1 1. indic:iting a
faiiurc  to icicntify  any stars satisf:ictorily. ‘1’hc algorithm
consistently i(icntificci  the stars at a greater than
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F’ig. 7. Star identification probability vel>us inlageci  ~xx+itiorl

accu12iq.

99% rate up to a noise level of 1.5 pixels where the
i(icntification  rate was evaluate.d at 9S.9%.

The secomi set of values wc are interested in arc
the average number of identified stars per orientation
aiong with the nurabcr  of tnisidcntifications  pcr
orientation. ‘1’hcsc  numbers are useful in determining
how likely the attitucie estimation wili be to the correct
one. ‘l>hc g,rcatcr the nutnbcr

r

f.correct  identifications,
the better the final estimate. F~ig.  S~shows both of
these wilucs over the specific~-ri6isc r angc. Note that
even at vc.ry large noise ICVCIS the nurnbcr  of stars
misidcntific(i iS rc]ativc]y  Sma]i, averaging no more
than 0.12 stars per orientation. It is also fairly constant
wit h no mcasumd  growth after 1.S pixels. A more
disturbing trcn(i is the !-ather ste.cp clrop in the nurnbcr
of i(icntific(i stars. The algorithm appears ICSS robust
than it tnipl~t bc. ‘1’hc next n~easurerncnts shown in

1 . . . 11 ‘ig. 9 indicate why this drop occurs.
in l;ig. 9 wc show the percentage of C1OSC ncighbol-

st:irs that arc corrcc.tly fourr(i  for the rcfcrcmcc st:irs
tested by the ai~orithm. Recall that if the wIong
cimc nc.i~hbor is found the pattern is likely to bc
in the wjon~ Oricnt:ition so that correct Inatching is
impr obab]c.  ‘J ‘hc loss of the correct CIOSC neighbm  star
can occur in a number of ways. ~;irst,  the rcfcrcncc
star may bc too close to the c(i~c of the sensor, ]n this
il[~]~lc~t~ct~tatiot~, if the distance from the pole star to
its oticntation  star is gteatcr than the distance of the
po]c st;il to the ccigc, no pattern is formed, A scccmd
cau.w of a wrong CIOSC  neighbor st:ir is due. to its loss
from the image. As the CIOSC  neighbor star cc)u]d bc
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any visible star,  it could possibly bc near the limit of
the scnsoJ, so that it may not  appear in the image. duc
to noise. A related phenomenon is the adclition of a
stal below the limit of the. sensor  that satisfies the
critcli:i  for lwing tbc close nci~hbol.  l;inally, simple
positional IIoisc  may J)ronlotc another star to close
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Pig. 10. Nuntber  of ntafches per corccct patterli  oricntat ion ve~.ws
position accurilcy.

nci~hbor for a given rcfcrcmcc star. All of these factors
limit the number of correctly oriented patterns that are
to bc matched against the database patterns.

A$ the figure show, such edge cffec[s and the loss
or addition of stals apparently are quite noise sensitive
and have a substantial effect on the number of correct
rcferencc  stars patterns that can bc formc.d f[om the
sensor imaflc. Even at no positional noise (0.0), on
average only 52.2% of the reference stars in a F,ivcn
image will have a correctly oriented pattern formed.
The addition of a large amount of positional noise has
a substantial effect so t}mt at a ICVC1 of 2 pixels, t}~c
percentage of correctly oriented patterns is rcducecf
by half. In fact the CLI1”WS  of }~igs.  8 and 9 are almost
identical suggesting that :in improvcrncrlt  in finding
the correct CIOSC neighbor will ~csult ill n~o~c sta]-s
identified pcr orientation and ultimately incrcasc, the
cmx:ili identification rate. It is also itnportant  to note
that the identification algorithm can fail to idcvltify the
corlcct  CIOSC nci~hhor at a much higher rate than the
actual identification failure. l’his is duc to the relatively
high r~ value which increases the likc]ihoocl of finding
a corjcctly  oriented pattern (tbcr-c  arc simply more
chancre to qct ij right).rl~itially, lii~. 1 fjshow+ the average nunlbcI  of
rnatchcs  wh~~ ihc correct refercncc-close neighbor
star pair is founcl. As onc woLild expect, the number of
matches in :i col-f ectly oriented pattern is not g! c.atly
affectc(l  by the noise levels encountered here. 1 ‘he
l:irgc size of a gl id ccl] with respect to the noise
level insures zi EI cat dc.al of cor~c]ation bctwccn the,
corjc.ctly oriented sensor pzittcll~ and its d:itabase
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counterpart. 7’hc deviation in values across the entire
“ “ r:ir)g~of’ positional mist is only five matches, so that

improvcm cnt of the grid algorithm with respect to
the matching procedure is unlikely to produce a great
benefit.

El. Experiment?

In the second set of cxpe.riments, we show that
some simple modifications to the grid algorithm allow
identification rates in cxccss of 99.O$ZO over a wider
rarrgc of noise Icvcls.  ‘Io accomplish this wc do two
things. l;irst,  wc allow patterns to bc tested even
when the distance to the C1OSC neighbor is greater
than the distance to the border of the sensor. As
stars near the edge of the sensor will have their close
neighbor in the I ‘OV roughly 5070 of the time and
the likelihood of having a significant match with an
arbitraly  database pattern is no greater than the
typical case, allowing such patterns should raise the
pcI ccntagc  of correct oriented patterns found without
seriously incrcasirrg the number of misidentified stars.
‘I”hc second modification wc make addresses positional
movement on the sensor plane due to noise and the
addition of unaccounted for stars. Both of these factors
reduce the probability of finding the correct C1OSC

neighbor. ‘lb limit their impact, each sensor star tested
is allOwcd to construcl  two patterns. I f the fir’st pat lcra
f,cncratcd dots not result  in a sufficient match with the
database, the ncx[ best C1OSC ncigbbor  is sclcctcd  and a
pattcrl~ is formed with it. “J’hc addition of this routine
will result in an incrcasc  in the misidentification rate
as wc arc in essence, doLlbling  the number of allowed
matching operations. I lowcvcr  as the misidentification
rate is quite low (SCC Fig. 8) this shoLlld not bc too

[1

])J hlmlatic.
l;ig. 11 shows a combination of Figs.  7 and 9 along

with~fi~-tialucs  obtained by the modified algorithm
over the salnc  range. q’hc modified algorithm takes
slightly lorlgcr (0.2,1 s VCJ-SUS 0.13 s) on average than
dots the routine of Hxpcrimcnt  1. l’hc time also grows
along with the noise lCVC1 (as onc woLlld expect) so
that at no positional noise the I untimc  averages 0.17 s
and at ~ pixck  positional noise it is L]p near ().23  s pcr
01 icntatioll.  III addition, the number of misidentified
stars in successful identifications is higher in the
modified al~oritllm.  It has incrcascd  by a factor of 10
over the oJ-iginal inl~)lc]~]c]]tatio]],  however it is still
rc]ativcly  small (ZIS compared with the nLlnlbcr of stars
idcjltificd)  and ranscs bctwccn  0.2 (with no positional
nclisc)  up to 0,5 at 3 pixels. No incrcasc  was observed
in the ]Iumbcr of totally misidentified orientations, they
were a~ain found only with positional noise of 3 pixels.

When usinfl Ihc modificcl algorithm, Ihc noise
level below which a 99.0$% identification rate could
bc maintained was cxtc.nclcd to 2.0 pixels (a 98.S%
idcntifica!ion  ~-atc occurred at 2.5 pixc]s).  With this
s e n s o r  c o n f i g u r a t i o n  and set of par:irnctcrs the
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}Ig. 11. Star identification probability vetsus positioa  accurary.

modified grid algorithm appears to bc quite stable over
a wide range of positional noise (over 2 arc minutes).
It is also somewhat insensitive to inaccuracies in
brightness determination. Although  the algolithnl
makes no explicit usc of the brightness vahlc of the
stars in identification, it is used in selecting the stars
in the database and in ordering the sensor objects to
select the most likely catalog stars. The majc]r effect
that a greater brightlicss  variance has is in the IiL[nlbCI

of urrcxpcctcd additions and dC]etiOnS to the imaged
field. Increasing the bri.ghtncss deviation f!-om  0.4
to 1.0 results in about 12.3 lost stars pcr  oricmtation
and the addition of 5,5 others. q’his greatly impacts
the ability of the algorithm to locate  the correct CIOSC
neighbor which ill turn rcduccs  the identification rate.
I~or this Icvcl of brightness noise, the identification rate
with 2 pixels of positional noise drops frc)m 99.60/0 at
0.4 to 97.7% at 1.0 units apparent stellar m:lgnitudc.
IIVCJ1  at 1.5 units positional noise, the identification
r:itc is a full point lower (99.9% to 9S.9%).

IV. [) ISCUSSIC)N AN[) ANALYSIS

‘1 ‘Jlc grid algot ithm is conccptua]ly  c]uitc simple,
and ~cpresc,  nts a str:iight-forward  approach to star
identification. ‘1’hc matching opcJ atioll and 01 icntation
stal selection a~c easily analyxcd in a p~obabilistic
f a s h i o n  (:is showII  bclc]w)  and shoLIld  aid in s e l e c t i n g

suitab]c  piiramctcrs  and determining cxpcctcd
performance. As the simulations clcmonstratc,  the
algorit}~m provides a ~ood identification I atc ovc.r a
wide ransc c)f selisor  noise values.
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;’hc simplicity of the algorithm allows for quick
impIeh\cntation,  debugging, and analysis. 711c rcducecl
memory rcquircmcnts for the algorithm also afford
many benefits. The obvious advantage is in the size
of the onboard  star catalog. For the same amount of
mcrnory, an algorithm that consumes less resources

can incorporate more stars in its database thus
allowing a more accurate sensor with a smaller FOV.
Assuming the identification and misidentification
rates for stars  arc the same, a srnallcr,  more accurate
FOV  results in a better attitude cstirnation.  On the
other hand, for the same sFze FOV, a srna]lcr database
can result in substantial time savings in searching the
catalog resulting in quicker identifications. Other star
identification routines [5, 12] require substantially more
rncrnory with a smaller si~,c onboard  catalog.

The positional noise levels associated with the
technology of tc)day arc typically reported by the
manufacturers of the sensor in the subpixcl range. 7 ‘he
standard deviation used in our simulations (0.4 units
stellar magllitudc)  is afso a typical value.. IIowcver  as
the sensor platform (an incrtia]ly  stabilized spacecraft)
is ]Iot cnlim.~y  motionless and the identification is
cxpcctcd to occur after system failure, the robustness
of the algorilhm  over a wide. r:ingc of noise is
likely to improve systcm reliability. This is not the
case. with many other star identification routines
(especially po]ygcJJI matching) thal typically only wolk
for a spccificxl  rather narrow noise band [5, 9, 12].
‘l’his stems from the need to preselect a number of
additional scnsitivi[y  parameters. in the following
subsections wc provide a more detailed account of
memory ancl time usage and in the last section outline
a probability model uscfu]  for understanding overall
algorithm pcrforlnancc.

A. Memory ant{ l ime Perfcrrmarice

‘1’hc amount  of memory consumed by the database
for the gricl identification al~orithm  is quite easy to
Cakwlatc. If Wc let

where a is the avcra~c  number of stars pcr pattmn
cntl y in the lookup table. 7’lIc total amount consumed
by R is

mc. nlory(l~) = 2nu

:issumin~ that the location of cacb star is given in
tcl-nls  of ascension and declination and u is Ihc
memory allocation unit. ‘1’hc amount of memory
consuJnccl by the lookup tab]c (J;]’)  is

mcmo~  y(l 3’) =- nflu

so that the total memory usaCc of ]) is

IIlclnor  y(l)) == rr(fl -{ 2,)U.

l{acb additional star added to the onboard catalog
requires n* u by(cs of extra storage.

The additional time required as wc let R grow is
also easily calculated. Ignoring the sorting COSLS  and
maintaining a constant, the amount of time required in
searching 1,1’ is the only cost dependent on the size
of R. Ilach  additional star in R adds a star indices
to 1,1’. Since this cost is reflected in the amount of
time required to find all reference star inclices at a
certain bit location, wc simply calculate the additional
time required for onc such operation and multiply by
the total number of calls. “Jlrc additional time spent
extracting all star indices from a sing]c row of IT by
the addition of a single  star is a/g2. l’his is multiplied
by the number  of accesses which is sinlpIy the number
of patterns checked ca and the average nurnbcr  of
stars pcr  pattern or a. The  total increase in the number
of catalog star indices found pcr orientation with a
single addition of a star in R is a2ccr/g2.

I/or the sensor configuration and parzimctcr  settings
in our simulation, this works out to about 12 additional
memory requests ft-orn 1 .T per oricntat  ion for rxich
additional star. Ciivcn the speed of today’s main
memory the addition of even a thousand stals to R
is unlikely to have a clramatic  effect. To determine if
this is tl UC, wc incrcascd  the size of R by 2000 stars,
for ;i tc)tal of approximate ely 15,000 stars, the average
time of idcntific:ition  inclcased  from 0.20S s to 0.2.77 s.
An avcr;i~c  inclcasc of about 0.07 s per orientation.

B. Probabilistic Moclel for the Grit{ Algc)rithm

WC have also derived a simple  probabilistic model
for the grid algorithm in star identification. ‘Jhc goal
here was to clarify the important featu~es of the star
idcntific:ition  t:isk so thfit onc ccJLI]d:

1 ) dctcrminc  analytically bow par:imctcr  changes
might impact performance charactcristim,

?) identify potential areas of irnprovcmcnt  in the
al~ol ithrn,

3) identify wiri:iblcs  nccdcd  to provide
performance cbar:ictcristics  for p:irametcr  and sensor
;:ollfiguration scttinss  not tcstcxl  by siIiml:ition (dLIc
cc)st, time limit:itions,  cc)mptitilig  rcsourccs,  etc.).

WC mzidc a nuI”rlbcr  of simplifyin~ assunl~)ticms
:ibout the task, tbc three most in~port:iIit bcirlg that
the patterns EcncI atcd from the sensor or foI the

to

datzib:isc arc csscmti:illy random  with respect to each
other, that all patterns h:ivc the. same number of stars
f7, that idcntific:ition  cc)nsists of two succcssfill slar
m:itchcs (we ignore rllisi(lclltific:iti[)ll  though it is easily
inco~po}ated) and fin:i]ly  th:it a binomia] clist~ibution
is an adcqwitc  char:ictcriy.:ition of the identification
process.

If wc can idcritify the probability of idcntifyirig a
sin@c ~cfc~encc stal- in the sensor field ps,, then the
actilal  SLICCCSS  rate ]J~ fox- identifying two st:iIs can bc
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.

big. 12. I ivent space for grid star identification algorithm.

giVCIi  in (3)

p. == 1- (1 – p.$)-  - pccap..(l - p,$y’’co-  ‘.
(3)

q’he variable p. is the probability of a single tested
image star to be an clcmcnt  of R l-hen  pcca is simply
Ihe cxpcclcd  number of sensor stars in R that go
through the matching process. “1 ‘hc value of p= depends
on sensor  b] ightlmss noise and the choice for c.
lior  brightness noise lCVCIS of 0.0, 0.4, and 1.0 units
stellar magnitude (1 sigma) with c == 3, the value of pC
obscrvcxl during the simulation was 0.924, 0.840, and
0.710, respectively.

’10 determine the appropriate value for p.,, two
things nc.cd to bc considered. l~irst, lhc probability
p,,, of idcntifyins  the correct C1OSC neighbor givcll
that the sensor star is in lt, must be found. l’hcsc  arc
presented for the simulations in }~igs.  9 and 11 and
again vary with the amount of noise (both positional
and brightness). %c.end, the probability that a properly
oric.ntcd sensor pattern and the c.orrcsponding  catalog
pattern h:ivc no MS than min_mat  matcbcs  must bc
dCtCIIlliIICd.  q~ CZi]CLl]atC  thiS,  We, Cal] ]C)d  at thC

average nulnber  of stals in the sensor pattern to be
mate.hcd a, (17.834 for the. simulation) and the average
nurnbcr  of matcllcs  actually obtained by the algorithm
for a given nc)ise ICVCI (lig. 10). 1 ~rom these valum wc
can determine the probability of a single match p,,,.
Aflain assuming a binomial distribution, the cxprcssicm
for pf.r is given in (4)

( mill- mat-  1

p.., ~ p,, 1-

)

>; [C(a,i)pj),(l  -  p,,j)fl-  ‘ ]  .
i: O

(4)

/- IIiig. 12 plcscnts  the. rcg,ion  of space  wc file hoping to. .
identify in a more intuitive manner. ‘1’hc following list
provides a conceptual dcscu iption  c)f each region.

S: the set of scmsor  objccLs in an albitrary
01 icntation.

‘1’:  lhc subset of S that the gricl algolithm  attempts
to identify,

G: the ‘(~,ood” rcfcxncc stars in S (i.e., S r) R).
h!: Ihc subsc,t  of ‘J’  with no ICSS than min. mat

matcbcs  to some p:tt(crn  in the cl:itabasc.

‘~”hc probability p$$ is actually the probability of
obtaining no less than min_mat  matches given  r is
in T n M c G. This is rcprcsentcd  by the small white
region located there. I’hc probability p$ then is simply
the probability of at least two elements being in the
white region.

A similar analysis can be employed for determining
the cxpcctcd  misidentification rate.  Wc can do this by
assuming that the distribution of pattern vectors in the
database is ranclorn. Then making at least min_mat
matches between two randomly drawn patterns can
be expressed as another binomial distribution, In this
case wc have a possible rnatchcs in a space the size
of the pattern vector gz so that the probability of a
single match is a/g2.  lgnorin~  the p~ term in (4),
and substituting a/,g2 for p,,,, this will express the
probability of generating at least rein_ mat matches
bctwccn  a sensor  pattern and an arbitrary pattcrm
in t}~c database. With this probability wc can then
determine the misidentification rate  in fashion similar
to that done in (3).

}] OwCver Small the misidentification r[itC is,
incorporating more patterns into the database or
increasing the nr.rmbcr  of sensor patterns tested will
cause more spurious idc~ltific.ations. in future work
wc hope to explore ways to keep the rnisidcntification
rate as low as possible. One simple methocl would be
to have a segmented database so that a typical sensor
pzittern WOUIC1  not necessarily be compared with all
possible patterns btit some smaller subset. A number
of different indices might be USCCI  to dctcrminc wliich
subdatabasc  to look at (star density, background
brightness, etc.), but wc have yet to experiment with
this mc.thod.

V .  C’C)N~LIJSION

‘J’hc  grid algorithm wc demonstrated here provides
robust star idcntific.:ition  over a wide range of sensor
noise without parameter readjustment. ‘f’hc algc)rithrn
compares favol-ab]y with current published star
idcmtification techniques in terms of accuracy  and
performance. ‘1 ‘he simplicity of the :ilgorithm facilitates
the dcvclopmcnt  of probabilistic rnodcks  USCfLll  for
performance prediction and cvaluatioli.  Clirrcntly
wc have por k.d the alSorithm to a chip itl the I;light
Systcm qksthcd at JPI,  for further evaluation. Ikturc
tc.stillg  will also invok  incorpoI-sting tf~c algorithm
intc) an On-]inc tcstin~ systcm at ‘liiblc MOUJltiiiJl
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